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(57) ABSTRACT

Embodiments provide for the rendering of illumination
effects on real-world objects in augmented reality systems.
An example method generally includes overlaying a shader
on the augmented reality display. The shader generally
corresponds to a three-dimensional geometry of an environ-
ment in which the augmented reality display is operating,
and the shader generally comprises a plurality of vertices

Filed: Sep. 27, 2019 forming a plurality of polygons. A computer-generated light-
o . . ing source is introduced into the augmented reality display.
Publication Classification One or more polygons of the shader are illuminated based on
Int. CL the computer-generated lighting source, thereby illuminat-
GO6T 15/50 (2006.01) ing one or more real-world objects in the environment with
GO6T 19/00 (2006.01) direct lighting from the computer-generated lighting source
GO6T 7/13 (2006.01) and reflected and refracted lighting from surfaces in the
GO6T 15/80 (2006.01) environment.
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INTRODUCING REAL-TIME LIGHTING
EFFECTS TO ILLUMINATE REAL-WORLD
PHYSICAL OBJECTS IN SEE-THROUGH
AUGMENTED REALITY DISPLAYS

BACKGROUND

Field

[0001] Aspects of the present disclosure relate to aug-
mented reality displays, and more specifically to rendering
lighting effects on real-world objects in an augmented reality
display.

Description of the Related Art

[0002] Head-mounted augmented reality devices (also
referred to as head-mounted displays, or “HMDs”) generally
are display devices that are worn on a user’s head and
display, to the wearer of the device, an image of the
real-world environment in which the HMD is being used
with additional information superimposed on the image of
the real-world environment. Some of these devices may be
opaque to the outside world. Using a camera coupled with
the HMD, these devices generally capture images of the
real-world environment in which the HMD is being used and
combine these captured images with augmented reality
content rendered in a layer with a transparent background
(e.g., a layer with a transparent alpha channel). Other
devices, known as see-through HMDs, may have semi-
transparent lenses and a projector configured to display
augmented reality content on the semi-transparent lenses,
which may allow a user to view the real-world environment
in which the HMD is being used with additional content
superimposed over the real-world environment.

[0003] The real-world environment in which an HMD is
being used generally includes a variety of objects made from
different materials. Some of these materials may have low
reflectivity (e.g., having matte finishes or other non-reflec-
tive surfaces) and thus may reflect light in a diffused manner
or not reflect light. Other surfaces in the real-world envi-
ronment, such as polished metal surfaces, glass, mirrors, and
the like may have highly reflective surfaces that directly
reflect light shining on the surface. An amount of light
reflected by any object may, thus, differ based on how
reflective each surface in the real-world environment is,
based on whether the object is within a line of sight of a light
source, the intensity of the light source, and the like.
[0004] In augmented reality systems, artificial, or com-
puter-generated, light sources may be digital objects over-
laid on the environment in which the HMD is being used.
For see-through HMDs, overlaying a lighting source over
the real-world environment may result in a digital object
being displayed in the user’s view of the real-world envi-
ronment. However, rendering a lighting source and overlay-
ing the lighting source in the user’s view of the real-world
environment may not modify the user’s view of the real-
world environment beyond displaying the lighting source in
the user’s view of the real-world environment.

SUMMARY

[0005] One embodiment described herein is a method for
rendering lighting effects in an augmented reality display.
The method generally includes overlaying a shader on the
augmented reality display. The shader generally corresponds
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to a three-dimensional geometry of an environment in which
the augmented reality display is operating, and the shader
generally comprises a plurality of vertices forming a plu-
rality of polygons. A computer-generated lighting source is
introduced into the augmented reality display. One or more
polygons of the shader are illuminated based on the com-
puter-generated lighting source, thereby illuminating one or
more real-world objects in the environment with direct
lighting from the computer-generated lighting source and
reflected and refracted lighting from surfaces in the envi-
ronment.

[0006] Another embodiment described herein is a system
for rendering lighting effects in an augmented reality dis-
play. The system generally includes a processor and
memory. The memory stores instructions that, when
executed by the processor, performs an operation that gen-
erally includes overlaying a shader on the augmented reality
display. The shader generally corresponds to a three-dimen-
sional geometry of an environment in which the augmented
reality display is operating, and the shader generally com-
prises a plurality of vertices forming a plurality of polygons.
A computer-generated lighting source is introduced into the
augmented reality display. One or more polygons of the
shader are illuminated based on the computer-generated
lighting source, thereby illuminating one or more real-world
objects in the environment with direct lighting from the
computer-generated lighting source and reflected and
refracted lighting from surfaces in the environment.

[0007] Still another embodiment described herein is a
head-mounted display for rendering and displaying an aug-
mented reality experience. The head-mounted display gen-
erally includes a non-blocking display screen and a system
for rendering content on the non-blocking display. Gener-
ally, the environment in which the head-mounted display is
operating is visible through the non-blocking display screen.
The system generally overlays a shader on the non-blocking
display screen. The shader generally corresponds to a three-
dimensional geometry of an environment in which the
augmented reality display is operating, and the shader gen-
erally comprises a plurality of vertices forming a plurality of
polygons. A computer-generated lighting source is intro-
duced into the augmented reality display. One or more
polygons of the shader are illuminated based on the com-
puter-generated lighting source, thereby illuminating one or
more real-world objects in the environment with direct
lighting from the computer-generated lighting source and
reflected and refracted lighting from surfaces in the envi-
ronment.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] So that the manner in which the above recited
aspects are attained and can be understood in detail, a more
particular description of embodiments described herein,
briefly summarized above, may be had by reference to the
appended drawings.

[0009] It is to be noted, however, that the appended
drawings illustrate typical embodiments and are therefore
not to be considered limiting; other equally effective
embodiments are contemplated.

[0010] FIG. 1A is a block diagram of a head-mounted
augmented reality display in which a shader is used to
display lighting effects on objects in the real-world environ-
ment visible in an augmented reality display, according to
one embodiment described herein.
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[0011] FIG. 1B is a block diagram of an augmented reality
display in which a shader generated by a remote system is
used to display lighting effects on objects in the real-world
environment, according to one embodiment described
herein.

[0012] FIG. 2 illustrates example operations for rendering
lighting effects on real-world objects in an augmented reality
display using a shader and a computer-generated light
source, according to one embodiment described herein.
[0013] FIG. 3 illustrates example operations for generat-
ing a shader used in rendering lighting effects on real-world
objects in an augmented reality display, according to one
embodiment described herein.

[0014] FIG. 4 illustrates an example environment in which
an augmented reality display is operating and an example
rendering of lighting effects on the environment, according
to one embodiment described herein.

[0015] FIG. 5 illustrates an example system for rendering
lighting effects on objects in a real-world environment
visible in an augmented reality display, according to one
embodiment described herein.

DETAILED DESCRIPTION

[0016] Embodiments of the present disclosure describe
augmented reality systems that render, from computer-gen-
erated light sources displayed in an augmented reality dis-
play, lighting effects on real-world objects in the environ-
ment in which the augmented reality display is being used.
In one embodiment, the augmented reality system includes
a shader generated from a three-dimensional geometry of the
environment in which the augmented reality display is being
used. The shader generally includes a plurality of vertices
connected to form a plurality of polygons. In some embodi-
ments, the shader may have a flat texture, and the vertices
may be unilluminated, such that in the absence of computer-
generated light sources, the shader is transparent to the user
of the augmented reality display. When computer-generated
light sources are introduced into the augmented reality
display, vertices of the shader may be illuminated to render
lighting effects on one or more polygons in the shader
corresponding to locations of different real-world objects.

[0017] By rendering lighting effects in a shader overlaid
on a user’s view of the real-world environment in which the
user is wearing an augmented reality display, embodiments
described herein may generate scenes in an augmented
reality display that realistically model light interaction (e.g.,
reflection, refraction, absorption, diffusion, etc.) of com-
puter-generated light sources on real-world objects. In some
embodiments, the shader may be used to make additional
modifications to the user’s view of the real-world environ-
ment. For example, shaders can be customized to compen-
sate for a user’s visual deficiencies so that the entirety of a
scene is viewed through a color compensating filter that
allows the user to see the actual colors, or an approximation
of the actual colors, of the real-world environment. Com-
puter-generated light sources may further be layered on top
of a customized shader so that the lighting effects on
real-world objects are rendered in a color-corrected manner.
[0018] FIG. 1A illustrates a block diagram of an example
head-mounted augmented reality display 100A in which
shaders are generated and used to render artificial lighting
effects on real-world objects in the augmented reality dis-
play, according to one embodiment described herein. Gen-
erally, head-mounted augmented reality display 100A may
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be a see-through display through which a user of the
augmented reality display 100A can directly view the real-
world environment in which the user is using the head-
mounted augmented reality display 100A (as opposed to a
digital image of the real-world environment). The head-
mounted augmented reality display 100A may overlay the
user’s perspective of the real-world environment with a
computer-generated display of one or more digital objects.
As illustrated, augmented reality display 100A includes a
processing system 110, a camera 120, a display 130, and a
lens 140.

[0019] Processing system 110 is generally configured to
generate a shader from one or more images of the real-world
environment in which augmented reality display 100A is
operating, render the generated shader on display 130, and
render digital objects and lighting effects created by the
rendered digital objects using the generated shader. As
discussed above, by rendering lighting effects using the
generated shader, computer-generated light sources that
exist only in the augmented reality space can display light-
ing effects over real-world objects in the environment. By
displaying lighting effects over real-world objects, process-
ing system 110 can render a more realistic augmented reality
experience than an augmented reality experience in which
digital objects are overlaid on a real-world environment
without rendering lighting effects on real-world objects.

[0020] As illustrated, processing system 110 includes an
environment property identifier 112, shader generator 114,
light source generator 116, and scene renderer 118. Envi-
ronment property identifier 112 uses one or more images of
the real-world environment to determine the geometry of the
real-world environment and other properties that may be
used in rendering lighting effects various objects in the
real-world environment. The one or more images of the
real-world environment may be received as still images,
sequences of still images, or video feeds. Generally, envi-
ronment property identifier 112 receives a plurality of
images from camera 120, which may be connected to
processing system 110 via a cable or wirelessly, and can use
information such as focus distance, depth detection, and
other distance-related attributes to determine the geometry
of the real-world environment. For example, augmented
reality distance determination techniques can be used to
determine the distance between different objects in the
real-world environment, which may affect an amount of
light reflecting on an object, as light intensity may decrease
as distance between objects increases. In some embodi-
ments, system 110 can identify and/or confirm the presence
of various objects within the real-world environment using
various tagging techniques, such as based on information
broadcast wirelessly from various objects (e.g., through
NFC, Bluetooth, or other wireless communications proto-
cols), scanning of barcodes (e.g., QR codes), and the like.

[0021] Insome embodiments, room property identifier 112
can control camera 120 and lighting components associated
with camera 120 to obtain images of the real-world envi-
ronment with additional illumination directed to real-world
objects in the environment and without additional illumina-
tion directed to the real-world objects. Based on differences
in pixel brightness between images of a real-world object
without additional illumination and with additional illumi-
nation, room property identifier 112 can determine the
reflectivity of a surface. For example, highly reflective
surfaces, such as mirrors, polished metal, and the like may
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have a large difference in pixel brightness between images
with and without additional illumination, while less reflec-
tive surfaces, such as surfaces with matte finishes, cloth
surfaces (e.g., drapery, cloth upholstered furniture, etc.),
walls, and the like may have smaller differences in pixel
brightness between images with and without additional
illumination. In some embodiments, reflectivity of a surface
may be determined independently of color information. To
do so, images may be converted from a color image to a
grayscale image (e.g., from an image with 8-bit red, green,
and blue channels to an image with a single 8-bit greyscale
channel), and pixel locations corresponding to an illumi-
nated and unilluminated object may be identified. The
difference between the brightness of these pixel locations
may be mapped to an amount of reflectivity to be imple-
mented by the shader, as discussed in further detail below.
Generally, large differences in object brightness between
images with and without additional illumination may indi-
cate that an object is highly reflective, and thus that a shader
should be configured to reflect a significant amount of light
off of that object. Meanwhile, smaller differences in object
brightness between images with and without additional
illumination may indicate that an object has low reflectance
or is not reflective, and thus that a shader should be
configured to reflect a small amount of light off of that
object. Further, information about the total area illuminated
by a light source may be gathered from images of an object
with and without additional illumination. For example,
given a light source with a defined size, the size of the
illuminated area of the object may be substantially similar to
the size of the light source for highly reflective objects.
Meanwhile, the size of the illuminated area of the object
may be larger, but less intense, for objects that are not highly
reflective (e.g., objects with a matte or antiglare finish). The
size of the illuminated area of the object may thus be used
alone or in conjunction with brightness information to
determine the reflectivity of a surface and correspondingly
how a shader is configured to reflect light from a computer-
generated light source.

[0022] Insomeembodiments, room property identifier 112
can additionally or alternatively use object identification
techniques to identify an object and search for information
about that object (or the surface materials of that object)
from a remote data repository (not illustrated). Room prop-
erty identifier 112 can identify an object as a general class of
object (e.g., a mirror, a desk, a chair, etc.) and can use
portions of an image to identify a type of material the object
is made from. For example, suppose that room property
identifier 112 identifies an object as an upholstered chair.
Room property identifier can then select a portion of an
image including a portion of the upholstered chair and
submit the portion of the image to a remote service to
determine the type of material the chair is made from. Using
the information about the type of object and the type of
material, room property identifier 112 can search a lookup
table of predefined reflectivity information to determine the
reflectivity of the object for use in generating a shader that
renders lighting effects on real-world objects, as discussed in
further detail below.

[0023] Shader generator 114 uses the room geometry and
reflectivity information to generate a shader used by head-
mounted augmented reality display 100A to render lighting
effects on real-world objects. Generally, shader generator
114 can use the determined room geometry to generate
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shader vertices and polygons that are used to overlay illu-
mination effects on real-world objects in the real-world
environment based on the introduction of a computer-gen-
erated light source in the head-mounted augmented reality
display 100A. Generally, vertices may be positioned such
that any number of vertices can be connected by edges, and
multiple edges may form polygons in the shader. Generally,
the shader vertices and polygons may be generated by
shader generator 114 to account for the shape, size, and
contours of real-world objects in the real-world environment
that the augmented reality display 100A is operating.

[0024] In some embodiments, the shader generated by
shader generator 114 may be configured with a plain white
texture and vertices colored substantially similar to the tint
of'lens 140 of augmented reality display 100A. Generally, by
generating the shader with a plain white texture and lens
tint-colored vertices, the shader may be configured to be
transparent or substantially transparent to a user of aug-
mented reality display 100A. To compensate for differences
in the reflectance of various surfaces in the real-world
environment, polygons corresponding to different surfaces
may be associated with different reflectivity properties so
that when an artificial light source is introduced into a view
of the real-world environment, the light reflected from each
surface corresponds to the reflectivity of a surface (e.g., so
that light is reflected at a higher intensity from more reflec-
tive surfaces and at a lower intensity from less reflective
surfaces). In some embodiments, the vertices may be col-
ored to effectively apply a color compensating filter to the
augmented reality display 100A. For example, to compen-
sate for a user deficiency in perceiving a particular color, the
vertices may be colored according to a color that filters out
colors that a user is unable to see. In still further embodi-
ments, the shader generated by shader generator 114 may be
configured with various colors of vertices so as to apply
scenario-specific color tints to the real-world environment in
which augmented reality display 100A is being used.

[0025] Insome embodiments, room property identifier 112
and shader generator 114 may periodically scan the real-
world environment in which the augmented reality display
100A is operating to identify changes to the real-world
environment that are not reflected in the configuration of the
generated shader. For example, these changes may include
the introduction of new objects into the real-world environ-
ment, opening and closing of doors, windows, and other
light entry apertures in the real-world environment, changes
in the reflectivity of surfaces in the real-world environment
(e.g., previously clear windows or mirrors becoming frosted
over), and the like. In some embodiments, these changes
may further include the introduction of fog, mist, or other
weather effects that may change how light interacts with
objects in the real-world environment. By periodically scan-
ning the real-world environment and updating the shader
based on each new scan of the real-world environment, room
property identifier 112 and shader generator 114 can apply
lighting effects to a shader corresponding to the current state
of the real-world environment rather than an outdated state
of' the real-world environment. To use one example, suppose
a solid wooden door with a minimally reflective surface is
opened, occluding part of a chromed surface in the real-life
environment. A previous shader configured for the previous
state of the real-world environment (i.e., a state in which the
solid wooden door was closed) may result in a lighting effect
that applies the reflectivity of the chromed surface to the
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wooden door. By updating the shader to account for the
opened door (and therefore the portion of the chromed
surface obscured by the opened door), reflections may not be
generated on surfaces that are no longer visible in the
real-world environment.

[0026] After shader generator 114 generates the shader,
shader generator 114 deploys the shader to scene renderer
118 for rendering and display to a user of the augmented
reality display 100A. As discussed, in the absence of arti-
ficial light sources included in a view of the real-world
environment, the shader rendered over the user’s view of the
real-world environment generally remains transparent to the
user. Thus, in the absence of artificial light sources, a user
should not be aware that graphical elements are being
rendered on display 130 and overlaid on the user’s view of
the real-world environment.

[0027] Light source generator 116 may be a component of
a game or other application that introduces lighting effects
into a user’s view of the real-world environment in which
augmented reality display 100A is being used. Generally,
light source generator 116 may define a position within
display 130 at which a light source is to be introduced and
various properties of the light source. For example, these
properties may include a shape and size of the light source,
a color of light, an intensity of the light, and so on. In some
embodiments, light source generator 116 may generate
lighting effects for a moving virtual light source in the
augmented reality display. These moving light sources may
be user-controlled (e.g., a laser sword controlled by a user in
a game) or may be computer-controlled.

[0028] Light source generator 116 generally provides
information about the generated light source to scene ren-
derer 118 for use in adding lighting effects to the user’s view
of the real-world environment based on the generated
shader. In some embodiments, for a light source overlaid on
a given position in the real-world environment, scene ren-
derer 118 can identify the vertices to illuminate to add
lighting effects to the real-world environment. The vertices
may be illuminated, for example, based on a color and
intensity of the generated light source such that lighting
effects are rendered with an intensity commensurate with the
reflectivity of each service identified in the real-world envi-
ronment and the distance between the user and each object
in the real-world environment. Generally, for a given sur-
face, reflectivity and other light effects may be modeled with
less intensity (e.g., less brightness) as the distance between
the generated light source and an object in the real-world
increases. Further, scene renderer 118 may be configured to
diffuse (e.g., spread) the lighting effects from a generated
light source over larger areas based on the reflectivity
properties of a given surface of an object in the real-world
environment. For example, objects that have low reflectance
surfaces may result in scene renderer 118 overlaying a
larger, but less intense, illumination over the object to
simulate the diffusion of reflected light that would occur on
such a surface in real life. Meanwhile, objects with high
reflectance surfaces may result in scene renderer 118 over-
laying a smaller, but more intense, illumination over the
object to simulate the reflection (e.g., as a point source) of
light that would occur on a high reflectance surface in real
life. In some embodiments, scene renderer 118 may addi-
tionally use reflectivity information to determine and render
reflected and refracted light effects from one object to
another object. For example, objects determined to be highly
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reflective may bounce light onto another object, and the
lighting effects rendered on the other object may be a
combination of illumination from the generated light source
and reflected light from reflective objects in the real-world
environment.

[0029] In some embodiments, illumination effects may be
added to the real-world environment on a per-shader-pixel-
fragment basis in lieu of or in conjunction with the vertex
lighting techniques discussed above. Adding illumination
effects for a shader pixel fragment may provide finer-grained
control over the addition of illumination effects to real-world
objects in the real-world environment. For example, the
addition of illumination effects on a per-shader-pixel-frag-
ment basis may allow for localized generation of lighting
effects that may not be constrained by the size and shape of
a polygon defined by connections between vertices in the
shader. The addition of these illumination effects using
shader pixel fragments may be used, for example, to add
illumination effects to different edges of real-world objects
(e.g., to add blooming or glare effects to edges of a real-
world object based on the reflectivity of the real-world
object), to render point-source reflections to a real-world
object where the reflection is smaller than a polygon in the
shader, and the like.

[0030] In some embodiments, illumination effects ren-
dered using the shader may make physically bright surfaces
optically darker and physically darker surfaces optically
lighter. By rendering lighting effects as optically lighter for
physically darker surfaces, an intensity of the lighting effects
rendered on display 130 may blend with a color of lens 140
such that lighting effects over unilluminated or minimally
illuminated real-world objects appear transparent to a wearer
of augmented reality display 100A. Meanwhile, more
intense lighting effects can be rendered as darker areas on
display 130 (e.g., rendered as areas with more intense
coloration and/or alpha channels that are opaque or near-
opaque so that lighting effects are visible over the corre-
sponding real-world object through lens 140.

[0031] Generally, the addition of illumination effects to
real-world objects in the environment in which the head
mounted display 100A is operating may be rendered such
that adjustments to lighting effects are made with respect to
a global perceptual anchor object. The global perceptual
anchor may be monitored periodically (e.g., based on the
objects visible to the user through lens 140. In some embodi-
ments, the global perceptual anchor may be an arbitrarily
selected object that is not expected to have significant
brightness changes. By rendering lighting effects with
respect to the global perceptual anchor object, scene ren-
derer 118 need not attempt to render lights and colors that
are out of range, as illuminations may be rendered so that the
reflections are perceived as having sufficient brightness
using small changes to the color and intensity of the ren-
dered lighting effects.

[0032] Camera 120 is illustrated to be representative of
various still or video image capture devices that may be used
to capture images of the real-world environment in which an
augmented reality device 100A operates. As discussed
above, information about the real-world environment cap-
tured by camera 120 may be fed into environment property
identifier 112 of processing system 110, where images are
processed to identify the size and light reflectivity charac-
teristics of objects in the real-world environment. In some
embodiments, camera 120 may be mounted on a moving
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platform that moves to reflect the eye position of the user of
augmented reality device 100A. Captured images of the
real-world environment (or portion of the real-world envi-
ronment) in which the user is using the augmented reality
device 100A may be used to adjust the portion of a shader
overlaid on the user’s view of the real-world environment so
that lighting effects are rendered on the appropriate objects
and within the boundaries of each object as perceived by the
user of the augmented reality device 100A.

[0033] Display 130 generally receives a rendered scene
from scene renderer 118 for display to a user of the aug-
mented reality device 100A. To allow augmented reality
device 100A to function as a see-through device, display 130
may be a projector configured to project an image on lens
140. Generally, by projecting an image generated from
lighting effects applied to a shader with transparent vertices,
lighting effects may be overlaid on the user’s view of the
real-world environment so that reflections in the real-world
environment are illuminated by the shader and other areas
remain unilluminated so that the real-world objects remain
visible to the user. When no artificial lighting sources are
rendered in the scene, the shader may appear transparent to
the user of the augmented reality device 100A so that the
user can view the real-world environment without modifi-
cation. Lens 140 may be an optical combiner configured to
combine a projected image from display 130 with the
real-world environment so that the combination of the
real-world environment and the rendered artificial lighting
sources are visible to the user of the augmented reality
device 100A.

[0034] FIG. 1B illustrates an augmented reality device
100B in which a shader is generated on a remote processing
system an deployed to a processor on a head mounted
display unit to render lighting effects on real-life objects. As
illustrated, augmented reality device 100B includes a cam-
era 120, display 130, lens 140, remote processing system
150, and head mounted display (HMD) processor 160. A
head mounted display unit worn by a user of augmented
reality device 100B may include camera 120, display 130,
lens 140, and HMD processor 160 and may be connected via
a network connection to remote processing system 150.

[0035] Remote processing system 150 is illustrative of
various computing devices that can receive data from a
client device and process the received data to generate a
shader for use in augmenting a real-live environment with
lighting effects from a computer-generated light source. As
illustrated, remote processing system 150 includes environ-
ment property identifier 112 and shader generator 114.
Remote processing system 150 generally receives images
captured of the environment in which the augmented reality
device 100B is operating from camera 120 for processing.
Remote processing system 150 may receive these images
wirelessly over a personal area network, a wireless local area
network (e.g., an 802.11 WiFi network connection), or a
wide area network (e.g., a cellular network) from camera
120. A wireless connection between remote processing
system 150 and HMD processor 160 may generally be a
low-latency, high bandwidth wireless connection that allows
large amounts of data to be transmitted in short amounts of
time. As remote processing system 150 receives images of
the real-world environment in which augmented reality
device 100B is operating, environment property identifier
112 can identify the shape and size of various objects in the
real-world environment, as well as reflectivity properties of
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different surfaces in the real-world environment, as dis-
cussed above. Based on the identified shape and size of
various objects in the real-world environment, shader gen-
erator 114 generates a shader with vertices having a color
substantially similar to that of the lens 140 through which a
user of the augmented reality device 100B views the real-
world environment and a flat, white texture that is unillu-
minated in the absence of artificial light sources overlaid in
the real-world environment. Once generated, shader genera-
tor 114 can transmit the generated shader definition to HMD
processor 160 for use in rendering artificial light sources and
reflections and overlaying these rendered light sources and
reflections over real-world objects in augmented reality
device 1006.

[0036] In some embodiments, room geometry identifier
112 need not identify properties of a room that may be used
in rendering artificial light sources and reflections from these
artificial light sources on objects in the real world. Room
geometry identifier 112 can capture one or more images of
the environment in which the display is being used and may
query a data repository for information about the real-world
environment. If a shader has previously been generated for
a given environment, room geometry identifier 112 can
obtain the matching shader from a remote destination and
use the retrieved shader to render lighting effects in the
augmented reality display 1006. As discussed, this informa-
tion may include distance and reflection/refraction informa-
tion so that the correct objects are illuminated when an
artificial lighting source is introduced on screen 130.

[0037] HMD processor 160 is generally illustrative of
various computing devices coupled with a head-mounted
display that can generate artificial lighting sources on dis-
play 140 for display to a user, according to one embodiment.
HMD processor, as illustrated, generally includes a light
source generator 118 and a scene renderer 118. As discussed
above, light source generator 118 is generally configured to
render one or more artificial light sources for display over
the real-world environment in which augmented reality
device 1006 is operating, and scene renderer 118 is config-
ured to use information about the rendered artificial light
sources, the shader generated from the determined geometry
of the real-world environment, and reflectivity information
about each surface in the real-world environment to render
light reflections and other lighting effects over various
objects in the real-world environment. The rendered scene
generated by scene renderer 118 may be transmitted to
display 130, which projects the rendered scene onto lens 140
to combine the generated lighting effects with the real-world
environment.

[0038] FIG. 2 illustrates example operations that may be
performed by an augmented reality device to render lighting
effects on real-world objects in the environment in which the
augmented reality device operates. As illustrated, operations
200 begin at block 210, where the augmented reality device
generates a shader corresponding to a three-dimensional
geometry of an environment in which the augmented reality
display is operating. As discussed, in some embodiments,
the augmented reality device can generate the shader by
capturing one or more images of the real-world environment
and using distance information derived from the captured
images to identify surfaces in the real-world environment.
Using the captured images, the augmented reality device can
identify boundaries between different shapes in the real-
world environment (corresponding to different surfaces) and
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can generate and connect vertices to form a vector map of a
plurality of polygons. The shader may have a flat, uncolored
texture, and the vertices may be colored substantially simi-
larly to the color of the lenses of the augmented reality
device, so that the shader is transparent to the user when
computer-generated artificial light sources have not been
overlaid on the real-world environment.

[0039] In some embodiments, the augmented reality
device can generate a shader based on an a priori known
arrangement of objects in the real-world environment. For
example, if an augmented reality device is used in one of a
set of known environments (e.g., in an entertainment setting
where the architecture of the rooms in which the augmented
reality device is to be used are known), the augmented
reality system can use images captured by a camera of the
augmented reality device to identify the room and retrieve a
shader model corresponding to the room from a data reposi-
tory.

[0040] At block 220, the augmented reality system over-
lays the shader on the augmented reality device. To overlay
the shader on the augmented reality display, the augmented
reality device can render a scene using the shader and use the
display to project the rendered scene on top of the lenses of
the augmented reality system. By projecting the rendered
scene on top of the lenses, the system can add rendered
content to the user’s view of the real-world environment.
Generally, when the augmented reality device has not ren-
dered any artificial light sources for inclusion in the user’s
view of the real-world environment, the shader may be
transparent to the user and thus may not modify the user’s
view of the real-world environment. In some embodiments,
however, as discussed above, the shader may be customized
to alter the user’s view of the real world. For example, the
shader may be customized to compensate for color vision
deficiencies (e.g., red-green colorblindness, blue-yellow col-
orblindness, etc.) or to introduce a tint to the user’s view of
the real world environment in which the augmented reality
device is being used.

[0041] At block 230, the augmented reality device intro-
duces a computer-generated lighting source into the envi-
ronment viewed through the augmented reality display. The
computer-generated lighting source is generally a lighting
source that is not present in the real-world environment and
is rendered as an object overlaid on the real-world environ-
ment. Computer-generated lighting sources may be gener-
ated as static or moving objects and with static or dynamic
lighting properties (e.g., a lighting source with a consistent
color and/or brightness or a lighting source with changing
color and/or brightness).

[0042] At block 240, the augmented reality device illumi-
nates one or more polygons of the shader to illuminate one
or more real-world objects in the real-world environment
based on the computer-generated lighting source introduced
into the environment at block 230. Generally, by illuminat-
ing one or more polygons of the shader and displaying the
illuminated polygons over real-world objects in the user’s
view of the real-world environment, a user may perceive that
real-world objects are illuminated with direct and indirect
lighting. Generally, in illuminating polygons of the shader,
the augmented reality device can use distance information
between the augmented reality device and objects in the
real-world environment, reflectivity information about each
surface in the real-world environment, and the brightness of
the computer-generated lighting source to determine the
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intensity and size of the lighting effects rendered over each
real-world object in the real-world environment.

[0043] To render a lighting effect, a vector representing the
characteristics of the computer-generated lighting source
can be introduced into the shader. For each polygon in the
shader, the augmented reality device can calculate the
appearance of the polygon to overlay a lighting effect on a
real-world object in the real-world environment. Generally,
the area illuminated by the object may be determined based
on the recorded reflectivity of each surface, as previously
discussed, so that reflective surfaces have a brighter appear-
ance than less reflective surfaces. Distance calculations
between the computer-generated light source (which may be
assumed to be at the same position as the user of the
augmented reality device or at a different position) may be
used to determine the size and intensity of an illumination
effect, as reflections of objects may decrease in size and
intensity as the distance between a light source and an object
increases.

[0044] In some embodiments, the computer-generated
lighting source can be rendered outside of the user’s view of
the real-world environment. To render a lighting source
outside of the user’s view of the real-world environment, a
lighting source may be introduced at a pixel location outside
of the resolution of the display components of the aug-
mented reality device. For example, a lighting source may
be introduced at a negative pixel location to generate a
lighting effect from the left side of the display (horizonally)
or the bottom of the display (vertically) or at a pixel location
in excess of the horizontal resolution (i.e., a horizontal pixel
location greater than or equal to 1920, on a 1080p display)
or vertical resolution (i.e., a vertical pixel location greater
than or equal to 1080, on a 1080p display) in order for the
lighting source to not be visible to the user of the augmented
reality device. Lighting effects may be rendered based on an
assumed location and directionality of the lighting source so
that real-world objects can be illuminated from computer-
generated light sources that are not visible to the user.
[0045] FIG. 3 illustrates example operations that may be
performed by an augmented reality device to generate a
shader used to render lighting effects on real-world objects
in which the augmented reality device operates. As illus-
trated, operations 300 begin at block 310, where the aug-
mented reality device captures one or more images of an
environment in which an augmented reality display is oper-
ating. The augmented reality device can capture these
images using a camera integral to or otherwise coupled with
the augmented reality device and can include distance
information for each object in the real-world environment.
In some embodiments, multiple images may be captured of
a particular position in the real-world environment that the
augmented reality device is being used in. Some of these
images may be captured using available (ambient) light, and
some of these images may be captured using additional
illumination (e.g., a flash or continuous light source). As
discussed, capturing images with and without additional
illumination may allow the augmented reality device to
capture additional information that may be used in rendering
illuminations over real-world objects so that objects with
more reflective surfaces have lighting effects rendered with
more intensity than objects with less reflective surfaces.
[0046] At block 320, the augmented reality device deter-
mines a three-dimensional geometry of the real-world envi-
ronment in which the augmented reality display is operating
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based on the captured one or more images. The three-
dimensional geometry may be determined, for example,
based on contours of objects detected in the captured
images, distance information encoded in the image or oth-
erwise captured by the camera, edges identified in the
captured images, and the like. In some embodiments, some
information about the three-dimensional geometry of the
real-world environment may be obtained from a remote
source. This information may include, for example, infor-
mation about known room dimensions and other architec-
tural features that may influence the three-dimensional
geometry of the real-world environment. In some embodi-
ments, where the augmented reality device is used in an
open environment (e.g., outdoors), the three-dimensional
geometry may be determined for objects within a threshold
distance from the augmented reality display. Beyond this
threshold distance, which may be an infinity focal distance
of a camera coupled with the augmented reality device,
objects may be assumed to have a two-dimensional appear-
ance or not be relevant to the rendering of artificial lighting
effects over real-world objects.

[0047] At block 330, the augmented reality device gener-
ates polygons of a shader based on the determined three-
dimensional geometry of the environment. Polygons of the
shader may be defined as a set of connected vertices that
forms a shape in space. These polygons may be defined, for
example, as shapes that account for the contours of each
real-world object in the real-world environment. The poly-
gons of the shader may be defined with a flat white texture
so that when a polygon is illuminated, the polygon takes on
the color of the light reflected on a surface. That is, if a light
source is generated with a particular color and introduced
into the user’s view of the real-world environment, reflec-
tions of the light source from real-world objects are also
some shade of that particular color (dependent on the
reflectivity and light diffusion properties of an object, where
more reflective objects have lighting effects that are brighter
and closer to the particular color of the light source and less
reflective objects have lighting effects that are a dimmer or
lighter hue of the particular color of the light source).

[0048] At block 340, the system colors vertices in the
shader such that the shader appears transparent in the
augmented reality display in the absence of computer-
generated lighting effects. Generally, the vertices in the
shader may be colored with a color substantially similar to
that of the lenses of the augmented reality display so that the
shader is visually transparent to the user. As discussed, when
artificial light sources are generated and overlaid on the
user’s view of the real-world environment, the shader may
be illuminated based on the location of the artificial light
source, the distance between the artificial light source and
objects in the real-world environment, and the lighting
properties of the artificial light source so that illuminated
polygons in the shader are visually combined with the
real-world objects to simulate the appearance of reflections
or other lighting effects in the augmented reality view of the
real-world environment.

[0049] FIG. 4 illustrates images of a room with and
without the application of lighting effects from a shader,
according to embodiments described herein. Image 402
depicts a real-world environment in which an augmented
reality device may be used to view the real-world environ-
ment and computer-generated content overlaid on the real-
world environment. Generally, in the absence of additional
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computer-generated light sources, a user may see an image
substantially similar to image 402 through the augmented
reality device. As discussed, the shader generated from the
three-dimensional geometry of the room may have a flat
white color and vertices with the same or substantially
similar color as the lenses of the augmented reality device so
that the shader appears transparent to the user when rendered
and overlaid on the user’s view of the real-world environ-
ment in the absence of computer-generated light sources.

[0050] Image 404 depicts an augmented reality view of the
environment illustrated in image 402 in which a light source
is added to the real-world environment to introduce illumi-
nation effects to the real-world environment. In this
example, the light source is positioned outside of the user’s
view of the real-world environment illustrated in image 402
and is directed towards the map on the wall on the left side
of the image. Because lighting effects are additive in an
optical see-through augmented reality device, the polygons
of the shader corresponding to the location of the map in the
user’s view of the real-world environment may be illumi-
nated based on the color and intensity of the computer-
generated light source. The addition of a computer-gener-
ated light source and the illumination effects of the
computer-generated light source on real-world objects may
be used to simulate reflections on different surfaces caused
by these light sources. In some embodiments, as illustrated
in image 404, the addition of illumination effects from a
computer-generated light source may be used to change the
appearance of a real-world object displayed to a user of the
augmented reality display (e.g., to make hidden content
visible, such as a hidden treasure map in a standard map).

[0051] As illustrated, image 404 may be darker when
viewed through lenses of a head-mounted augmented reality
device than image 402. By darkening the user’s view of the
real-world environment prior to adding illumination effects
to the real-world environment, augmentation of the real-
world environment with illumination effects may allow for
illumination effects to be added that is consistent with the
relative illumination of the surfaces of real-world objects in
the real-world environment. Darkening image 404 may thus
allow for illumination effects to be overlaid over real-world
objects in the real-world environment without clipping or
rendering the lighting effects with excessive intensity.

[0052] FIG. 5 illustrates an augmented reality system 500
on which shaders are generated from room geometry infor-
mation and used to overlay lighting effects on real-world
objects. Augmented reality system 500 may be representa-
tive, for example, of augmented reality devices 100A or
100B illustrated in FIG. 1A or 1B.

[0053] As illustrated, augmented reality system 500
includes a central processing unit (CPU) 502, one or more
1/0O device interfaces 504 that may allow for the connection
of various I/O devices 515 (e.g., keyboards, displays, mouse
devices, pen input, etc.) to the server 500, network interface
506 through which server 500 is connected to network 590
(which may be a local network, an intranet, the internet, or
any other group of computing devices communicatively
connected to each other), a memory 508, storage 510, and an
interconnect 512.

[0054] CPU 502 may retrieve and execute programming
instructions stored in the memory 508. Similarly, the CPU
502 may retrieve and store application data residing in the
memory 508. The interconnect 512 transmits programming
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instructions and application data, among the CPU 502, /O
device interface 504, network interface 506, memory 508,
and storage 510.

[0055] CPU 502 is included to be representative of a
single CPU, multiple CPUs, a single CPU having multiple
processing cores, and the like.

[0056] Memory 508 is representative of a volatile
memory, such as a random access memory, or a nonvolatile
memory, such as nonvolatile random access memory, phase
change random access memory, or the like. As illustrated,
memory 508 includes an environment property identifier
520, shader generator 530, light source generator 540, and a
scene renderer 550. Environment property identifier 520
generally receives one or more images of the real-world
environment in which augmented reality system 500 is being
used to identify the three-dimensional geometry of the
environment in which the augmented reality system 500 is
being used, including information about different surfaces
and different objects in the real-world environment. In some
embodiments, as discussed above, the images may be cap-
tured with and without additional illumination, which may
allow environment property identifier 520 to capture addi-
tional information about surfaces in the real-world environ-
ment that can be used to render reflected lighting effects over
real-world objects.

[0057] Shader generator 530 generally uses the room
geometry information and other information about the real-
world environment identified by environment property iden-
tifier 520 to generate a shader corresponding to the real-
world environment. Generally, the shader includes a
plurality of polygons formed from a plurality of connected
vertices, with each polygon representing a portion of an
object in the real-world environment. The shader may be
configured with a plain white texture and vertices colored
substantially similar to a lens of augmented reality system
500 so that the shader appears transparent to the user.
[0058] Light source generator 540 generally generates
artificial light sources and positions the generated light
sources in the user’s view of the real-world environment to
introduce virtual objects into the user’s view of the real-
world environment. These artificial light sources may be
stationary or may move throughout the user’s view of the
real-world environment, and the lighting properties of these
artificial light sources may be arbitrarily defined so that a
light can have a consistent or changing brightness, color,
direction, and the like.

[0059] Scene renderer 550 uses information about the light
sources generated by light source generator 540, environ-
ment property information identified by environment prop-
erty identifier 520, and the shader generated by shader
generator 530 to render lighting effects on real-world objects
in the user’s view of the real-world environment through
augmented reality system 500. Generally, real-world objects
may be illuminated by reflections determined based on the
distance from a generated light source to an object, the
reflectivity of the object, the brightness of the generated light
source, and other relevant information. Polygons corre-
sponding to objects that are illuminated may become visible
to the user through a display connected to or integral with
augmented reality system 500 so that the illuminated poly-
gons and the object are combined to generate the user’s view
of the object.

[0060] In the current disclosure, reference is made to
various embodiments. However, it should be understood that
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the present disclosure is not limited to specific described
embodiments. Instead, any combination of the following
features and elements, whether related to different embodi-
ments or not, is contemplated to implement and practice the
teachings provided herein. Additionally, when elements of
the embodiments are described in the form of “at least one
of A and B,” it will be understood that embodiments
including element A exclusively, including element B exclu-
sively, and including element A and B are each contem-
plated. Furthermore, although some embodiments may
achieve advantages over other possible solutions or over the
prior art, whether or not a particular advantage is achieved
by a given embodiment is not limiting of the present
disclosure. Thus, the aspects, features, embodiments and
advantages disclosed herein are merely illustrative and are
not considered elements or limitations of the appended
claims except where explicitly recited in a claim(s). Like-
wise, reference to “the invention” shall not be construed as
a generalization of any inventive subject matter disclosed
herein and shall not be considered to be an element or
limitation of the appended claims except where explicitly
recited in a claim(s).

[0061] As will be appreciated by one skilled in the art,
embodiments described herein may be embodied as a sys-
tem, method or computer program product. Accordingly,
embodiments may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, embodiments described herein may
take the form of a computer program product embodied in
one or more computer readable medium(s) having computer
readable program code embodied thereon.

[0062] Program code embodied on a computer readable
medium may be transmitted using any appropriate medium,
including but not limited to wireless, wireline, optical fiber
cable, RF, etc., or any suitable combination of the foregoing.
[0063] Computer program code for carrying out opera-
tions for embodiments of the present disclosure may be
written in any combination of one or more programming
languages, including an object oriented programming lan-
guage such as Java, Smalltalk, C++ or the like and conven-
tional procedural programming languages, such as the “C”
programming language or similar programming languages.
The program code may execute entirely on the user’s
computer, partly on the user’s computer, as a stand-alone
software package, partly on the user’s computer and partly
on a remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider).

[0064] Aspects of the present disclosure are described
herein with reference to flowchart illustrations or block
diagrams of methods, apparatuses (systems), and computer
program products according to embodiments of the present
disclosure. It will be understood that each block of the
flowchart illustrations or block diagrams, and combinations
of blocks in the flowchart illustrations or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
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processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the instructions, which
execute via the processor of the computer or other program-
mable data processing apparatus, create means for imple-
menting the functions/acts specified in the block(s) of the
flowchart illustrations or block diagrams.
[0065] These computer program instructions may also be
stored in a computer readable medium that can direct a
computer, other programmable data processing apparatus, or
other device to function in a particular manner, such that the
instructions stored in the computer readable medium pro-
duce an article of manufacture including instructions which
implement the function/act specified in the block(s) of the
flowchart illustrations or block diagrams.
[0066] The computer program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process such that the instructions which execute on
the computer, other programmable data processing appara-
tus, or other device provide processes for implementing the
functions/acts specified in the block(s) of the flowchart
illustrations or block diagrams.
[0067] The flowchart illustrations and block diagrams in
the Figures illustrate the architecture, functionality, and
operation of possible implementations of systems, methods,
and computer program products according to various
embodiments of the present disclosure. In this regard, each
block in the flowchart illustrations or block diagrams may
represent a module, segment, or portion of code, which
comprises one or more executable instructions for imple-
menting the specified logical function(s). It should also be
noted that, in some alternative implementations, the func-
tions noted in the block may occur out of the order noted in
the Figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order or
out of order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams or
flowchart illustrations, and combinations of blocks in the
block diagrams or flowchart illustrations, can be imple-
mented by special purpose hardware-based systems that
perform the specified functions or acts, or combinations of
special purpose hardware and computer instructions.
[0068] While the foregoing is directed to embodiments of
the present disclosure, other and further embodiments of the
disclosure may be devised without departing from the basic
scope thereof, and the scope thereof is determined by the
claims that follow.
What is claimed is:
1. A method for rendering lighting effects in an augmented
reality display, comprising:
overlaying, on an augmented reality display, a shader
corresponding to a three-dimensional geometry of an
environment in which the augmented reality display is
operating, the shader comprising a plurality of vertices
forming a plurality of polygons and a flat texture on
which lighting effects can be rendered;
introducing a computer-generated lighting source into the
augmented reality display; and
illuminating one or more polygons of the shader, thereby
illuminating one or more real-world objects in the
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environment with direct lighting from the computer-
generated lighting source and reflected and refracted
lighting from surfaces in the environment.

2. The method of claim 1, wherein the vertices of the
shader have a color corresponding to a color of a display
screen of the augmented reality display such that the shader,
when unilluminated by the computer-generated lighting
source, appears transparent.

3. The method of claim 1, further comprising:

capturing the three-dimensional geometry of the environ-
ment in which the augmented reality display is oper-
ating based on a scan of the environment in which the
augmented reality display is operating; and

generating the shader based on the captured three-dimen-
sional geometry of the environment, wherein vertices
in the shader correspond to edges of surfaces detected
in the three-dimensional geometry of the environment.

4. The method of claim 3, further comprising:

measuring reflectivity of the surfaces in the environment
in which the augmented reality display is operating,
wherein the shader comprises a plurality of vectors
defining light reflectivity values corresponding to a
respective surface in the environment based on the
measured reflectivity of the respective surface.

5. The method of claim 4, wherein illuminating one or
more polygons of the shader comprises illuminating one or
more real-world objects in the environment in which the
augmented reality display is operating such that illumina-
tions against objects with higher reflectivity surfaces appears
brighter than illuminations against objects with lower reflec-
tivity surfaces, wherein illuminating the one or more real-
world objects comprises decreasing values of one or more
luminance channels for illuminated objects and increasing
values of the one or more luminance channels for unillumi-
nated objects such that illuminations against objects are
perceived consistently through a tinted see-through optical
display.

6. The method of claim 3, wherein generating the shader
based on the captured three-dimensional geometry of the
environment comprises transmitting one or more images of
the environment to a remote system via a low latency, high
bandwidth network connection.

7. The method of claim 1, wherein the three-dimensional
geometry of the environment comprises a predefined three-
dimensional model of the environment generated according
to a known architectural layout of the environment and
reflectivity of surfaces in the environment.

8. The method of claim 1, wherein vertices of the shader
are colored to compensate for color vision deficiencies of a
user.

9. The method of claim 1, further comprising:

updating the three-dimensional geometry of the environ-
ment based on a detected change in the environment.

10. The method of claim 9, wherein updating the three-

dimensional geometry of the environment comprises:

measuring reflectivity of one or more changed surfaces
identified in the detected change in the environment;
and

updating one or more vectors in the shader based on the
measured reflectivity of the one or more changed
surfaces.
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11. A system, comprising:

a processor; and

a memory having instructions stored thereon which, when

executed by the processor, performs an operation for

rendering lighting effects in an augmented reality dis-

play, the operation comprising:

overlaying, on an augmented reality display, a shader
corresponding to a three-dimensional geometry of an
environment in which the augmented reality display
is operating, the shader comprising a plurality of
vertices forming a plurality of polygons and a flat
texture on which lighting effects can be rendered;

introducing a computer-generated lighting source into
the augmented reality display; and

illuminating one or more polygons of the shader,
thereby illuminating one or more real-world objects
in the environment with direct lighting from the
computer-generated lighting source and reflected
and refracted lighting from surfaces in the environ-
ment.

12. The system of claim 11, wherein the vertices of the
shader have a color corresponding to a color of a display
screen of the augmented reality display such that the shader,
when unilluminated by the computer-generated lighting
source, appears transparent.

13. The system of claim 11, wherein the operation further
comprises:

capturing the three-dimensional geometry of the environ-

ment in which the augmented reality display is oper-
ating based on a scan of the environment in which the
augmented reality display is operating;

measuring reflectivity of the surfaces in the environment

in which the augmented reality display is operating;
and

generating the shader based on the captured three-dimen-

sional geometry of the environment and the measured
reflectivity of the surfaces in the environment, wherein
vertices in the shader correspond to edges of surfaces
detected in the three-dimensional geometry of the envi-
ronment and are based on the measured reflectivity of
the surfaces in the environment.

14. The system of claim 13, wherein illuminating one or
more polygons of the shader comprises illuminating one or
more real-world objects in the environment in which the
augmented reality display is operating such that illumina-
tions against objects with higher reflectivity surfaces appears
brighter than illuminations against objects with lower reflec-
tivity surfaces, wherein illuminating the one or more real-
world objects comprises decreasing values of one or more
luminance channels for illuminated objects and increasing
values of the one or more luminance channels for unillumi-
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nated objects such that illuminations against objects are
perceived consistently through a tinted see-through optical
display.

15. The system of claim 13, wherein generating the shader
based on the captured three-dimensional geometry of the
environment comprises transmitting one or more images of
the environment to a remote system via a low latency, high
bandwidth network connection.

16. The system of claim 11, wherein the three-dimen-
sional geometry of the environment comprises a predefined
three-dimensional model of the environment generated
according to a known architectural layout of the environ-
ment and reflectivity of surfaces in the environment.

17. The system of claim 11, wherein vertices of the shader
are colored to compensate for color vision deficiencies of a
user.

18. The system of claim 11, wherein the operation further
comprises:

updating the three-dimensional geometry of the environ-
ment based on a detected change in the environment.

19. The system of claim 18, wherein updating the three-
dimensional geometry of the environment comprises:

measuring reflectivity of one or more changed surfaces
identified in the detected change in the environment;
and

updating one or more vectors in the shader based on the
measured reflectivity of the one or more changed
surfaces.

20. A head-mounted display for rendering augmented

reality experiences, comprising:
a non-blocking display screen in which an environment in
which the head-mounted display is visible through the
non-blocking display screen; and
a system for rendering content on the non-blocking dis-
play, the system being configured to:
overlay, on the non-blocking display screen, a shader
corresponding to a three-dimensional geometry of an
environment in which the augmented reality display
is operating, the shader comprising a plurality of
vertices forming a plurality of polygons and a flat
texture on which lighting effects can be rendered;

rendering a computer-generated lighting source on the
non-blocking display; and

illuminating one or more polygons of the shader,
thereby illuminating one or more real-world objects
in the environment with direct lighting from the
computer-generated lighting source and reflected
and refracted lighting from surfaces in the environ-
ment rendered on the non-blocking display.
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